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ABSTRACT: Chromophoric biomolecules are exploited as reporters of a
diverse set of phenomena, acting as internal distance monitors,
environment and redox sensors, and endogenous imaging probes. The
extent to which they can be exploited is dependent on an accurate
knowledge of their fundamental electronic properties. Arguably of greatest
importance is a precise knowledge of the direction(s) of the absorption
transition dipole moment(s) (TDMs) in the molecular frame of reference.
Such is the case for flavins, fluorescent redox cofactors utilized for ground-
and excited-state redox and photochemical processes. The directions of the
TDMs in oxidized and semiquinone flavins were characterized decades
ago, and the details of charge redistribution in these forms have also been
studied by Stark spectroscopy. The electronic structure of the fully reduced
hydroquinone anionic state, FlH−, however, has been the subject of
unfounded assumptions and estimates about the number and direction of
TDMs in FlH−, as well the electronic structure changes that occur upon light absorption. Here we have used Stark spectroscopy
to measure the magnitude and direction of charge redistribution in FlH− upon optical excitation. These data were analyzed using
TD-DFT calculations. The results show unequivocally that not one but two nearly orientation-degenerate electronic transitions
are required to explain the 340−500 nm absorption spectral range, demolishing the commonly held assumption of a single
transition. The difference dipole moments for these states show that electron density shifts toward the xylene ring for both
transitions. These measurements force a reappraisal of previous studies that have used erroneous assumptions and
unsubstantiated estimates of these quantities. The results put future optical studies of reduced flavins/flavoproteins on a firm
photophysical footing.

■ INTRODUCTION
Flavins (Fl) are redox cofactors whose excited-state electronic
properties are exploited by both Nature and scientists. These
vitamin B2 derivatives exist in three physiologically relevant
oxidation (and two protonation) states, flavoquinone FlOX,
flavosemiquinone FlH• (Fl•−), and flavohydroquinone FlH2
(FlH−), all of which play photobiological roles involving light
from 300 to 500 nm. (See Figure 1 for the numbering scheme.
FlH− is shown along with its transition dipole moments,1 vide
inf ra.)
The excited-state electronic properties of molecules dictate

their photodynamics and interactions with their surroundings.
In the case of photobiology, accurate transition dipole moments
(TDMs) and excitation-driven charge redistribution (difference
dipole and polarizability moments) are required to properly
interpret kinetics due to electron transfer, solvation, changes in
hydrogen-bonding (HB) patterns, etc. They are also a critical
test for electronic structure calculations. Flavin chromophores
are used for biosensing,2−4 imaging,5−7 and molecular
electronics,8−12 but they can only be fully exploited if their
detailed electronic structure is understood.
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Figure 1. Structure and ring numbering of reduced flavin anion, FlH−

(R = isobutyl). Experimentally determined transition dipole moments
for the S0→S1 (red) and S0→S2 (blue) transitions are shown.1
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The structure of the near-UV electronic transitions of FlOX
and FlH• has been unambiguously assigned by Eaton et al.
using optical linear dichroism of FMN-containing flavodoxin
single crystals.13 The directions of the TDMs (m⃗0n, where 0 and
n are the ground and final states) of FlOX and FlH• in the
molecular frame have served as the “gold standard” against
which a multitude of experimental and computational studies
have been compared.
Charge redistribution upon photoexcitation affects electron

transfer and solvation dynamics. The accompanying charge
redistribution in *FlOX and *FlH• has been extensively
characterized by our group using Stark spectroscopy.14−17

Stark spectroscopy affords a parsing of the excited-state charge
distribution into difference dipole moments, Δμ⃗n0 = μ⃗n − μ⃗0,
and difference mean polarizabilities, TrΔα̿n0 = trΔα̿n − trΔα̿0.
These experiments are often complemented by electronic
structure calculations. The resulting difference electron density
maps have considerable analytical and predictive power.17

Comparatively, much less is known about the spectrum and
excited-state electronic structure of the flavohydroquinone
anion, FlH− (see Figure 2). In the mid-1970s, Ghisla et al.

gathered 77 K absorption and emission spectra from reduced
flavins and flavoproteins which suggested that there were three
distinct transitions in the 300−500 nm range for FlH−.18

Although the paper has been highly cited, their seminal
conclusion has been ignored by most people working in the
field. Time-resolved emission studies on flavins and flavo-
proteins by Visser et al. in 1979 supported this assignment.19

Electronic structure calculations often substantiated the
separation of the 340−500 nm band into two separate
transitions, but many of these studies gave negligible oscillator
strength ( fosc < 0.01) to the S01 transition. Consequently,
experimental studies in the ∼30 years that followed have
implicitly assumed that the shoulder at 425 nm is part of a
vibronic progression that reaches a maximum at 360 nm.
Faced with the need to interpret ultrafast kinetic data for

DNA photolyase (PL),20,21 a FADH−-dependent protein that
repairs UV-damaged DNA, we analyzed the absorption
spectrum of the reduced flavohydroquinone anion from flavin
mononucleotide oriented in stretched PVA films using linear
dichroism (LD, Figure 2, see ref 1). The broad absorption band
from 340 to 500 nm was split into two nearly parallel
transitions, m⃗01 centered at 425 nm and m⃗02 at 360 nm,
vindicating the pioneering work of Ghisla and Visser. These

TDMs are within 11° of each other and have a 3:1 ratio of
oscillator strengths ( f 360/f425). Despite this report,

1 researchers
exploring the biomolecular spectroscopy of reduced flavins and
flavoproteins “sidestepped” this two-state electronic structure
confirmation. Many peer-reviewed studies have appeared in
which the one TDM model is assumed or explicitly
invoked.22−25 Some of these will be discussed below.
Here we show, using Stark spectroscopy and time-dependent

density functional theory (TDDFT) calculations, that the LD
study is indeed correct, and that charge redistribution
accompanying the S01 and S02 transitions are significantly
different in both magnitude and direction. This two-state
spectral resolution requires a re-analysis of excited-state FlH−

phenomena based on the one-band assumption, from photo-
induced electron transfer (PET), to ultrafast solvation, to HB
strength modulation. It also promises to expand our optical
toolbox in affording sensical polarization measurements to be
made, whether they focus on proteins26 or optogenetic/
biosensor devices27,28 based on reduced flavin spectroscopy.
Finally, these measurements provide a new standard to be met
by theory.

■ MATERIALS AND METHODS
Sample Preparation. N(10)-Isobutyl-7,8-dimethylisoalloxazine

(Fl) was a generous gift from Prof. Vincent Rotello of the University
of Massachusetts (Amherst) and was prepared as described in the
Supporting Information (SI). Reduced anionic flavin was dissolved in
2-methyltetrahydrofuran (MeTHF). Photoreduction was performed in
the presence of triethylamine (TEA) to deprotonate the reduced
flavin18 at N(1) (pKa = 6.7). One μL of TEA was added to 600 μL of a
650 μM Fl solution in a 2 mm path length sealable quartz cuvette. The
sample was placed in an anaerobic glovebox (MACS) and allowed to
stir for 30−50 min while illuminated with blue light from a hand-held
LED (Phillips GoLite, λ ≈ 468 nm). Reduction was monitored visually
by the loss of bright yellow color of the solution. Low-temperature
emission spectra of the frozen samples were measured to ensure full
reduction of the flavin was achieved, as oxidized flavin has
characteristic and bright red-shifted emission (∼520 nm) compared
with the emission from FlH− (∼510 nm). Alternatively, photo-
reduction of flavin was performed in the presence of NaBH4 and TEA
in ethanol (see SI). Photodegradation products, mostly lumichrome,29

were assessed using HPLC (see SI).
Low-Temperature Absorption and Stark Spectroscopy. The

experimental setup of the Stark spectrometer has been discussed in
detail previously (see SI).30 The 50 μm path length sample cuvette was
loaded with 30−50 μL of FlH− by capillary action into the cuvette in
an anoxic environment. The loaded sample was exposed to white light
for <1 s to reduce any flavin that may have oxidized in the sample
loading process and immediately plunged into liquid nitrogen. The
presence of any oxidized flavin was checked at low temperature by its
characteristic emission. Samples which contained no structured
emission at 520 nm and greater were deemed suitable for data
collection.

Low-temperature absorption spectra were recorded on the same
instrumental setup, with an optical chopper operating at ∼4 kHz to
modulate the probe beam. In order to achieve sufficient signal to noise,
a thicker 220 μm Teflon spacer was used to increase the path length
for these measurements. Sample and reference intensities were
recorded under identical conditions, and the absorption spectrum
was calculated according to the Beer−Lambert law. Absorption and
Stark data were corrected for solvent contraction (∼20%).

Data Analysis. Stark spectra were analyzed according to the
procedure of Liptay,31 in which the Stark spectrum of an isotropic
sample is described by

Figure 2. 298 K absorption spectrum of FlH− in EtOH. S0→Sn
assignments reflect pre-2008 assumptions about putative vibronic
structure of the S0→S1 band between 350 and 500 nm, with the
assumed S0→S2 band maximum at about 290 nm. The arrow at 400
nm indicates a commonly used Ti:sapphire laser wavelength for flavin
studies.
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where |F⃗| is the magnitude of the applied electric field in V/m, h is
Planck’s constant, and c is the speed of light. fc is the local field factor
due to the enhancement of the applied electric field by the solvent
cavity, and has been calculated previously as 1.56 for Fl in MeTHF.15

The energy-weighted extinction coefficient of the unperturbed
chromophore as a function of wavenumber, ε(ν̅)/(ν ̅), and its
derivatives are weighted by the coefficients Aχ, Bχ, and Cχ.
The Aχ coefficient, which represents the transition polarizability and

higher order terms, is generally negligible for an immobilized sample.
The Bχ coefficient is related to the difference polarizability tensor,
Δα̿n0 = α̿n − α̿0 (n = 1, 2, ...), of the molecule,
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where m⃗0n is the TDM for S0→Sn0. TrΔα̿ n0 is the trace (mean) of the
difference polarizability tensor and m⃗0n·Δα̿n0· m⃗0n is the projection of
this tensor along the TDM.
The Cχ term is related to the difference dipole Δμ⃗n0 = μ⃗n − μ⃗0 and

ζA
n0, the angle between Δμ⃗n0 and m⃗0n:

μ χ ζ= |Δ→ | + − −χC {5 (3 cos 1)(3 cos 1)}n
n

0
2 2 2

A
0

(3)

The angle χ between the polarization of the incident light and the
applied electric field |F⃗| is varied by rotating the sample with respect to
the incident light. Spectra taken with a minimum of two values of χ are
needed in order to solve for the Aχ, Bχ, and Cχ coefficients.
As a starting point for the fit, the low-temperature absorption

spectrum (LTAS) was fitted to a sum of Gaussian functions that can
be grouped together if multiple transitions are evident.15,17 The Stark
spectra were then fitted simultaneously with the LTAS and its
derivatives to eq 1. We have found that supplying initial guesses for the
TrΔα̿,(m⃗·Δα̿·m⃗), Δμ⃗, and ζA parameters for the nonlinear least-
squares fitting program constrains the parameters to physically
reasonable values rather than supplying the Aχ, Bχ, and Cχ coefficients
independently. These parameters are used to calculate the values of Bχ

and Cχ for each angle χ within the fitting algorithm. The initial guesses
for Aχ must be introduced directly for each spectrum. While these
terms are small, they are often necessary to achieve an adequate fit to
the data. Excessively large Aχ values are often an indication of an
artifactual fit. The uncertainties of the fitted parameters were estimated
by a Monte Carlo simulation of 200 iterations in which the initial
parameters are varied by 50% from the starting conditions and fit to
the data. Parameters and errors are reported as the mean results of this
simulation and the standard deviations, respectively.
TD-DFT and Finite Field Calculations. Calculations were carried

out similarly to the method employed previously.17,32 Reduced anionic
7,8,10-trimethylisoalloxazine (lumiflavin, LfH−) was used as a model
system. The coordinates of FADH• from the crystal structure of
Anacystis nidulans DNA photolyase (PDB ID 1TEZ)33 were used as a
starting geometry and modified to LfH− by replacing the ribose and
adenosine moieties with a methyl group, making lumiflavin, and
adding a negative charge and hydrogens where necessary. The
geometry was optimized using the 6-311+G(d,p) level of theory. This
optimized geometry was used for all further calculations. The
optimized geometry does not seem to correlate strongly with
reasonable starting geometries, even those that are planar (cf. Choe
et al.34).
The excitation energies, TDMs, and ground-state dipole moment

were determined at the TD-DFT/6-311+G(d,p) level of theory using
the B3LYP functional.35 Difference dipole moments were calculated
using the finite-field method.32,36 Calculations were performed in
Gaussian0337 for vacuum and with a polarizable continuum model

(PCM)38 using a dielectric constant of 4.9 to simulate the MeTHF
solvent.

The coordinate origin was based on the center of mass and was the
same for both ground and excited states. The negative charge in the
ground state is not centered on one atom but delocalized around N1.
Excited-state static dipoles are calculated from a one-particle rho-CI
density matrix for corresponding states (not from atomic charges) and
do not include any electron correlation. These calculations often
overestimate CT and are not accurate enough for quantitative
purposes.39 However, this information was used to generate difference
density maps to qualitatively demonstrate how the electron density is
changing upon optical excitation.

As mentioned above, the finite-field method was used to calculate
the difference dipole moments, as this method is very good in
reproducing experimental results independent of the theory used.32

Finite-field calculations return the energy shifts for a transition due to
a weak external electric field. The field is directed along the +x, −x, +y,
−y, +z, and −z axes with respect to center of mass, and the resulting
Stark shifts due to the interaction of the field with the difference
dipoles are in the same molecular reference frame.

■ RESULTS
Absorption Spectra of FlH−. The 77 K absorption

spectrum of 650 μM FlH− in MeTHF is shown in Figure 3a.

All bands sharpen upon cooling. In addition to the narrowing of
the absorption bands, cooling leads to a red-shift of all of the
peaks corresponding to apparent maxima at 435, 358, and 305
nm for the S0→S1, S0→S2, and S0→S3 transitions, respectively.

Calculated Absorption Spectrum of FlH−. The tran-
sition energies calculated by TD-DFT agree roughly with these
experimental results. These calculations were performed on
reduced anionic lumiflavin (LfH−), where the isobutyl group at
N(10) has been replaced by a methyl group. In agreement with
experimental data33,40 and previous computational stud-
ies,34,41−43 the optimized ground-state geometry is not planar
but shows an approximately 21° “butterfly bend” about the
N(5)−N(10) axis. Previous computational work has suggested
that the spectral properties of the S0→S1 band are sensitive to
this bend angle.44

The two lowest optically active calculated transitions for
LfH− in a vacuum are found at 411 (24 331 cm−1) and 311 nm
(32 154 cm−1), blue-shifted from the experimental values. The

Figure 3. (a) Low-temperature absorption spectrum of FlH− in
MeTHF. (b) Stark spectra of FlH− at two polarizations of the probe
beam, as indicated by color. The second derivative of the LTAS
(dotted line) is shown for comparison. The two spectral regions are
indicated by arrows. Representative error bars are also shown.
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transitions of LfH− in the PCM are red-shifted compared to
vacuum to 412 (−59 cm−1) and 367 nm (−4906 cm−1), in
much closer agreement with experiment. The larger shift
observed between vacuum and nonpolar solvent of the S0→S2
transition compared to S0→S1 suggests that Δμ⃗20 > Δμ⃗10.
The computed TDMs calculated at the TD-DFT/B3LYP/6-

311+G(d,p) level of theory are shown in Figure 4 and tabulated

in Table S1. m⃗01 points to the C(4) carbonyl, while m⃗02 is
parallel with the long axis of the molecule. These results are
similar to those obtained from our previous calculations at the
TD-DFT/B3LYP/6-31G* level of theory (Figure 1).1 The
calculated m⃗02 values for both basis sets are coincident and are
rotated by about 9° from the experimentally determined TDM
(Figure 4).
Due to the bend along the N(5)−N(10) axis, these vectors

do not necessarily lie within a plane, as was the case for the
planar oxidized form of flavin. Figure 4b shows a side view of
the flavin ring. m⃗02 has a small z-component and lies
approximately parallel to the xylene “wing” of the flavin,
while m⃗01 has almost no z-component, bisecting both “wings”
of the molecule (see Table S1).
Fitting the Absorption and Stark Spectra. The Stark

spectrum, taken at two polarizations (horizontal, χ ≈ 52° ± 2°,
and vertical, χ = 90° ± 2°, Figure 3b), was simultaneously fitted
with the absorption spectrum. However, as pointed out earlier,
a simple inspection of these Stark spectra leads to the basic
conclusions of this study. The electric field-induced dichroism
exhibited by the spectra confirms the existence of not one but
two different transitions from 340 to 500 nm.
The initial fit of the experimental absorption spectrum was

performed with two sets of Gaussian functions. The fitted
parameters were used as inputs for the simultaneous fitting of
absorption and Stark spectra. Representative fits and residuals
are shown in Figure 5. This simultaneous fit required the
inclusion of two transitions; a single transitions produced a very
poor fit. The two transitions overlap strongly in the region
between ∼380 and 420 nm, with roughly equal extinction at
∼400 nm. While this Gaussian fit of the absorption spectrum is
not a true spectral deconvolution (the use of Gaussians is
oversimplified), the electro-dichroic Stark spectra (Figure 3b)
absolutely require this spectral decomposition, validating our

LD result: there are indeed two nearly overlapping transitions
where only one has been commonly assumed in the past.
In the low-energy region (∼22 000 cm−1), the spectra taken

at horizontal and vertical polarizations are identical within
experimental error. This requires that the angle ζA

10 be close to
the magic angle, 54.7°. However, in the near-UV, the vertically
polarized spectrum is clearly lower in amplitude than the
horizontally polarized spectrum, requiring that ζA

20 be less than
the magic angle. These observations are again strong evidence
for the existence of two distinct electronic transitions in the
300−500 nm spectral range.
The dipolar (Cχ) term dominates the spectrum, as can be

seen by the similarity of the band-shape of the experimental
spectra with the second derivative of the LTAS (Figure 3b,
dotted line). However, the features in the red region of the
spectrum (∼22 000 cm−1), while similar in shape to the second
derivative, are only about half the amplitude that would be
expected if the spectrum was due to a single electronic
transition. This strongly suggests that |Δμ⃗20| ≈ 2|Δμ⃗10|.
The results of the quantitative analysis of the Stark spectra

are shown in Table 1. These are the first experimentally

determined values for the difference dipole moments of a
reduced anionic flavin. The minimum number of Gaussians
needed to obtain a satisfactory fit to the data was found to be
two and three for the lowest two transitions, respectively. The
fits are in agreement with the qualitative observations listed
above; a satisfactory fit can only be achieved by modeling two
distinct electronic transitions. The Δμ⃗n0 values for the two
lowest transitions were found to be 1.5 and 3.6 D, respectively,
using fc = 1.56.15,32,45 Also included in Table 1 are the
difference dipole moments from the finite-field calculations.

Figure 4. Transition dipole moments of the two lowest energy
transitions of LfH− calculated at the TD-DFT/B3LYP/6-311+G(d,p)
level of theory, shown from the top view (a) and side view (b) of the
flavin ring.

Figure 5. (a) Fit to the low-temperature absorption spectrum of FlH−

in MeTHF with residuals (b). (c) Representative fit to the Stark
spectrum at χ = 52° with residuals (d).

Table 1. Experimental and Computed Electronic Structure
Parameters of FlH− in MeTHFa

S0n TrΔα̿n0, Å3 Δμ⃗n0, D ζA
n0, deg Δμ⃗n0(FF), D ζA

n0(FF), deg

S01 6(2) 1.5(0.2) 52(12) 1.53 52(12)
S02 29(7) 3.6(0.3) 4(4) 8.37 4(4)

aError estimates are given in parentheses. FF indicates finite-field
calculations.
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The ratio of |Δμ⃗20|/|Δμ⃗10| ≈ 2.4, in agreement with the
qualitative analysis. This ratio differs slightly from the value of
∼3 found for flavins in the oxidized and semiquinone
states.14,15,17 This is consistent with larger charge displacement
for the planar, more aromatic FlOX and FlSQ compared to the
bent FlH− state. In the bent geometry there is a loss of
aromaticity that could reduce the degree of charge displace-
ment.34

The ζA for the two bands follows the pattern in FlOX: ζA
10 ≈

52°, close to the magic angle, and ζA
20 ≈ 4°. This echoes the

observations for FlOX in simple solvents14,15 and FAD and
FADH• in DNA photolyase,17 where the S0→S1 transition
shows almost no dichroism but S0→S2 exhibits a significant
change in amplitude with respect to polarization. The small
value for ζA

20 indicates that charge redistribution upon excitation
from S0→S2 occurs primarily along the direction of m⃗02. Given
that charge-transfer (CT) bands generally have charge
displacement along the CT TDM,46 the nature of the S02
transition is one of CT as well.
The derivative components of the fitted spectra are shown in

Figure 5b. As expected, the second-derivative terms (Cχ, solid
lines) dominate the fit. The low-energy transition is almost
completely fit by this term, while the high-energy transition
shows a substantial first-derivative component (Bχ, dotted line).
This results in approximately a ratio of TrΔα̿20/TrΔα̿10 = 5.
This trend was found in the other redox states as well, but the
magnitude of the TrΔα̿n0 for FlH− is significantly smaller than
for either FlOX or FlSQ. We interpret this to be a consequence of
the lower aromaticity in the bent form, inhibiting delocalization.
The high-energy transition gives a small zeroth derivative

(Aχ) term, which is required to obtain a good fit to the
experimental data. This was also true for oxidized flavins. The
Aχ term is related to the hyperpolarizability and transition
polarizability; however, the individual tensor components
cannot be extracted from the Aχ coefficient in this type of
analysis. Suffice it to say that the small magnitude of this term
(∼1 × 10−21) indicates that the fit is not artifactual.
Assignment of the exact direction, in the molecular frame, of

the experimentally determined difference dipole moments from
Stark spectroscopic data is facilitated by ab initio calculations.
The angle ζA

n0 between S0→Sn0 and Δμ⃗n0 gives information on
the direction of charge redistribution upon excitation. For any
particular experimental value of ζA

n0, there exist an infinite
number of possible orientations which lie along two cones
around the TDM that satisfy this condition. For flavins in the
oxidized form, the isoalloxazine ring is planar, and charge
redistribution is most likely to occur in the plane of the
molecule. In this case, the number of orientations collapses to
four, i.e., the vectors at the intersection of the cones with the
molecular plane. While FlH− is bent in the optimized ground-
state geometry, the small bend angle indicates that the
difference dipole moment should lie primarily in the plane of
the molecule.
The TD-DFT/PCM vector components of the permanent

dipole moments of the ground and first two excited states of
LfH− are shown in Figure 6, and tabulated in Table S1. The
ground-state dipole |μ⃗0| ≈ 15 D and nearly parallel to the x-axis,
with a minor component along the z-axis (out of plane). The
first excited state |μ⃗1| is decreased relative to |μ⃗0|by ∼1.5 D,
relatively in the same direction, with a −1.27 D out-of-plane
component. The second excited state |μ⃗2| is almost 10 D less
than |μ⃗0|, with an out-of-plane component of 1.13 D, parallel to
the left wing of the butterfly.

The magnitudes of the computed difference dipole moments
were 2.57 and 10.27 D for S0→S1 and S0→S2, respectively.
Δμ⃗10 is almost twice the experimentally determined value of 1.5
D, while Δμ⃗20 is about 3 times larger than the experimental
value. This result may be due to the well-known overestimation
of CT character in TD-DFT calculations.47

The difference density maps show that C(7), C(9), C(9a),
C(5a), N(1), C(2) N(3), and C(10a) acquire more electron
density while C(5), C(4), and C(4a) lose electron density upon
optical excitation to the S1 or S2 states (Figure 6, right). Overall,
the molecule loses electron density on the middle pyrazine
moiety and gains electron density on either side. For the S0→S2
transition the xylene ring becomes more electron rich while the
rest of the molecule becomes electron deficient. Specifically
C(5a), C(6), and C(9) lose electron density and N(5), N(10),
C(4a), C(10a), and C(4) gain electron density.
The best picture of the orientation of the Δμ⃗n0 in the

molecular frame is obtained by comparing the experimental
Δμ⃗n0 against the finite-field Δμ⃗n0FF as shown in Figure 7. Δμ⃗10FF
points toward the C(4) carbonyl, while Δμ⃗20FF points toward
N(3). Of the four possible directions for the experimental
difference dipoles calculated using the fitted values of ζA

n0 and
experimental directions of m⃗0n, only one set closely matches the
result from the finite-field calculations and is therefore assigned
as the true direction of Δμ⃗n0 (solid arrows). Δμ⃗20 agrees within

Figure 6. Directions of the calculated permanent dipole moments of
the three lowest electronic states of LfH−, S0, S1, and S2, using a PCM
(ε = 4.9) shown from the side and top of the molecule. The green
arrows reflect the relative magnitudes of the dipole moments. Shown
to the right are corresponding difference electron density maps of the
S0→S1 and S0→S2 transitions with isosurfaces at the e/au3. Purple
indicates increased positive charge, while red indicates increased
negative charge.
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3° of Δμ⃗20FF, but Δμ⃗10FF is rotated 17° counterclockwise from
Δμ⃗10. As noted, due to the bend of the flavin ring, the
calculated difference dipole moments have minor z-compo-
nents, causing the vectors to lie along the wings of the molecule
(Figure S1). This result is expected for the experimental case
also but cannot be refined further using the randomly oriented
sample here. Even so, charge redistribution upon excitation is
expected to occur primarily in the x−y plane of the molecule.
For both transitions, the experimentally determined difference
dipole moments indicate that electron density increases at C(9)
in either the S1 or S2 excited state.
While the magnitude of charge redistribution is over-

estimated in the TD-DFT calculations, the direction of the
difference dipoles is in agreement with our LD results. For both
excitations into S1 and S2, it was found that electron density
localizes on the xylene moiety of the flavin in the excited state.
This result is opposite to that found for flavins in both the
oxidized and semiquinone states, in which the pyrimidine ring
of the flavin becomes electron rich upon excitation.17 The
specific direction of charge redistribution has implications
especially for flavins as catalytic cofactors in structured protein
environments, such as DNA photolyase,17 where the xylene
ring is proximal to the substrate. Placing the electron-rich
region closest to the electron-accepting substrate should
optimize the yield of the PET reaction compared with
competing (deactivation) channels.48,49

There is, however, some difficulty in assigning the direction
of charge displacement in the molecular frame due to the
assumption of flavin planarity. These TD-DFT results, the
INDO/S50 and ZINDO/S CIS51 calculations, and various
experimental results suggest that reduced anionic flavins show a
“butterfly bend” about the N(5)−N(10) axis of the iso-
alloxazine ring. The angle of this bend ranges from 16° to 32°
over several computational studies, depending on the method
used.34,41,43,48,51,52 Here, TD-DFT calculations gave a 21° bend
in the ground-state optimized geometry. Interestingly, the
geometry of the ground-state structure of FlH− from the crystal
structure of A. nidulans PL (used here as the starting point) is
more planar, with a bend of only 9°,33 presumably due to
specific interactions with the chromophore binding site. It
should be noted, however, that the flavin in the X-irradiated
crystal may be in a mixture of oxidation states. Stuchebrukhov
and co-workers suggest that the spectral position of the lowest
band would be sensitive to this bend.51 The computed Δμ⃗n0
from our finite-field calculations show a z-component which
causes the dipoles to fall along the “butterfly wings” of the
flavin. Since these components are relatively small, the error in
projecting the Δμ⃗n0 vectors to lie in a planar flavin should

introduce only a small uncertainty as to the direction, if not
magnitude, of charge displacement.

■ DISCUSSION
Low-temperature absorption and Stark spectra of anionic
hydroquinone N(10)-isobutylflavin in MeTHF and ethanol
were obtained and analyzed. TD-DFT and finite-field
calculations were used to assign the direction of the difference
dipole moments and difference electron densities in the
molecular frame. Taken together, the results show that negative
charge is transferred to the xylene moiety of the isoalloxazine
upon optical excitation to either S1 (∼425 nm) or S2 (∼360
nm), verifying and extending our earlier LD study. The ratio of
difference dipole moments |Δμ⃗20|/|Δμ⃗10| ≈ 2.4. Polarizability
changes are relatively small. We now discuss the ramifications
of accepting the two-state model of *FlH− in the interpretation
of spectroscopic experiments on reduced flavins/flavoproteins
in the visible and near-UV.

Two States vs One State. The results of this study require
a re-examination of the interpretation and conclusions of many
spectroscopic and computational studies in which excitation
occurs at a point where the absorption bands of the two lowest
transitions strongly overlap. The situation is reminiscent of the
discovery of the degeneracy of the 1La and 1Lb bands of
tryptophan.53 This confusion was ultimately resolved in 1960
by Gregorio Weber using low-temperature fluorescence
polarization spectroscopy.54,55 The differing excited-state
charge redistributions of these overlapping states were
ultimately supplied by Pierce and Boxer using Stark spectros-
copy.56

The current situation has arisen in part due to the
widespread use of mode-locked doubled Ti:sapphire lasers.
Doubled Ti:sapphire has its most stable output at 400 nm,
shown here as a wavelength that leads to an equal degree of
excitation into S1 and S2 (see arrow, Figure 2). Conclusions
drawn from sub-picosecond experiments at or near this
excitation wavelength are therefore vulnerable to effects such
as internal conversion (IC) or complex solvation dynamics. A
mixture of excited electronic states with different degrees of
charge separation would be overlooked or convolved under a
one-state assumption. Other studies involving steady-state
excitation of FlH− must also be re-examined, particularly
those that use emission anisotropy as an observable. Finally,
future computational studies of *FlH− need to be performed
that include these measurements as benchmarks. We now
discuss a few studies perhaps most affected by the confirmation
of the two-state picture of *FlH− electronic structure.

Experimental Studies. We start with our own analysis of
the repair of cyclobutane pyrimidine dimers (CPDs) by the
DNA photolyase (PL) from 2003.20 When reduced folated-
depleted PL absorbs blue light, only the FADH− cofactor is
excited, resulting in PET to the CPD followed by scission of the
cyclobutane bonds. By using 400 nm excitation with 267 nm
probe pulses, we monitored the picosecond re-formation of the
5−6 CC bonds in the CPD following PET. Probing just off
the isosbestic point of the FADH−/FADH• redox couple (267
nm, see also the later more expansive work of Liu et al.57) also
afforded an estimate of the PET lifetime. We modeled these
data using a sum of exponentials, admittedly an over-
simplification even in the one-state case. A lifetime of 32 ps
was fitted to the initial PET event for a pentameric CPD
substrate bound to A. nidulans PL. In the context of two TDMs
(two-state) with picosecond IC, the 32 ps lifetime represents a

Figure 7. Orientation of the difference dipole moments of the two
lowest energy transitions of FlH− in the molecular frame. Experimental
vectors are shown as solid arrows, and vectors from finite-field
calculations are shown as dashed arrows.
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convolution of a fast IC step with the slower PET step. This
assumes that PET occurs exclusively from S1 and that excitation
into S2 results in IC to S1 only. We discuss this assumption
shortly.
The Zhong group has published many papers on the kinetics

and mechanism of DNA photolyases (and crypto-
chromes)24,57−60 using 400 nm excitation in which the initial
PET step in PL was modeled by a stretched exponential, kET ∝
e−(t/τ)

β

, with τ = 170 ps and β = 0.71 for a T◇T cyclobutane
thymidine dinucleotide dimer. This fitting function is useful
when there is a distribution of ET rate constants due to
environmental heterogeneity.61 However, a stretched exponen-
tial is incorrect when initial excitation resides in not one but
two (S1 and S2) states. Their data should be re-analyzed in this
context to see whether heterogeneity needs to be invoked when
the fast S2→S 1 IC step is included in their kinetic model. As in
our 2003 work, the possibility that S2 could result in PET-
mediated repair without IC is not considered.
In a recent evaluation of a multiple pathways model for PET

in PL, Lee et al.48 used state-of-the-art ab initio computations
that suggest that PET from S2 to a CT state involving the FAD
adenine may not be negligible in the overall repair process. If
PET from S2→CPD through this CT state is kinetically
competitive with IC, then a weighted parallel model may be
more legitimate than a stretched exponential one. Lee et al.
found that both the S1 and S2 states are significantly coupled
with CT states involving both the flavin and CPD for high-
efficiency electron transfer.48 We describe these calculations
next.
In brief, QM/MM runs were performed using the A. nidulans

PL-CPD structure reported by Mees et al.33 Molecular
mechanics was used to obtain different conformations of the
complex in time (2 fs steps, TIP3P water shell of 48 Å). After a
suitable period, a frame was analyzed using the ADC(2)/def-
SVP (algebraic diagrammatic construction through second
order) method for the FADH−/CPD complex to obtain vertical
excitation energies and oscillator strengths. In addition,
generalized Mulliken−Hush62 coupling matrix elements
(HAB) were computed between the 1ππ* (S1), 2ππ* (S2),
CT(A) (charge transfer involving flavin and adenine), and
CT(C) (charge transfer involving flavin and CPD) diabatic
states. The relevant pathways are the IC pathway, 2ππ*→1ππ*,
and PET via the CT(A) state, 2ππ*→CT(A). Both of these
pathways result in electron transfer to the CPD and repair.
Here we use their couplings to compute a branching ratio, R,

for 2ππ*→1ππ*, where H21 = 0.092 eV, and 2ππ*→CT(A),
where H2CT(A) = 0.025 eV: R = (H2CT(A)/H21)

2 = 0.074.
Though small, R is not negligible, especially given the high
signal to noise obtained by the Zhong group.23,63 In fact, it may
be that the couplings are larger than calculated. This has to be
decided through carefully executed ultrafast experiments or the
re-evaluation of previous studies based on the multiple
pathways picture.
The interpretation of solvation dynamics is also dependent

on the two-state model. In 2010, Zhong’s group examined the
solvation dynamics of *FMNH− in flavodoxin protein and
simple solvent using the one-state assumption. Here the initial
excited-state decay after 400 nm excitation was attributed to
solvation dynamics due to a Δμ⃗10 ≈ 1 D. The sources cited for
this value were the LD and two of our Stark spectroscopy
papers.1,14,15 However, all of them deal with oxidized flavin.
From our work here, we now know that S1 and S2 in FlH− are

excited at this wavelength and have different Δμ⃗n0 values. In a
subsequent paper in 2010, discussing solvation in reduced
photolyases, Chang et al.22 wrote, “we estimated that (the
dipole-moment change between ground and excited states)
should be around 1−2 D.” No justification or reference for this
estimate was given. In a more recent paper from the same
group,24 a one-state Δμ⃗ ≈ 1−2 D value appears, but this time
citing our 2008 LD spectroscopy paper, in which we made no
mention of Δμ⃗ but, rather ironically, the two-state TDM result
was ignored.
Other cases can be cited where the two-state model could

clarify complex kinetics. The study by Brazard et al. using 388
nm excitation shows that the early dynamics of *FADH− decay
has sub-picosecond dynamics that appear to fit our model.25

The transient absorption spectrum at less than 1 ps shows a
loss of absorption on the blue edge of the 520 nm excited-state
absorption (ESA) band but no change on the red edge. This
seems consistent with our two-state model, where the
diminution of the red edge of the ESA corresponds to S2→S1
ultrafast relaxation.
BLUF proteins (Blue Light Using FAD) are light-activated

regulators of gene expression.3,64−66 Using transient visible/IR
spectroscopy, Tonge and Meech found evidence of an inverse
H/D kinetic isotope effect (KIE) at the hydroquinone anion
N(1) site which they ascribed to ground-state conformational
heterogeneity.67−70 A regular KIE is obtained when the X−H
bond is weakened in the excited state, while the reverse KIE
occurs when HBs are strengthened. However, the two-state
model calculations show that S1 has higher difference electron
density than S2 (Figure 6). Higher density should strengthen
the HB (λex > 410 nm). We predict that changing excitation
from λ = 360 to 425 nm should cause the KIE to reverse. Based
on the rho-CI density maps in Figure 6, N5−H should become
a better HB donor and C4O a better HB acceptor in both
states. This prediction can be tested using their experimental
approach.

Computational Studies. There are too many studies of
the electronic structure of reduced flavin to include all of them
here.71 We focus mostly on those that deal with DNA
photolyase. Computations by Stuchebrukhov et al.51 predicted
a two-state model. However, the oscillator strength of the S01
transition was judged to be too small to promote direct
excitation of S1. They found that the energies of S1 and S2 were
sensitive to the protein environment and especially to the bend
angle at the N(5)−N(10) axis of the flavin.
Both semiempirical and ab initio calculations executed by

Prytkova et al.50 of *FADH− in DNA photolyase predicted that
the lowest energy singlet excited state has electron density
localized on the xylene ring of the flavin, in good agreement
with our results. A difference dipole moment of ∼13 D was
calculated, with negative charge shifting from the pyrazine to
the xylene ring. They too suggested, because of the negligible
oscillator strength of the S01 transition, that the S1 state is
populated only through IC from higher states, but that ET
occurs from S1 because of the localization of electrons on the
xylene ring proximal to the substrate, also supported by this
work. They reasoned that PET was mediated by superexchange
using the adenine as a bridge. Their computed difference dipole
moment is Δμ⃗20 = 10 D,50 which is about 3 times higher than
our experimental result, but agrees with our TD-DFT result.
While specific interactions with FADH− within the protein core
will certainly affect excited-state charge redistribution, previous
experimental studies of oxidized flavin indicated that the
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difference dipoles are not significantly modulated by incorpo-
ration into photolyase17 or other flavoproteins.16

Two recent computational studies deserve attention. Choe et
al. in 2007 published a *FlH2 electronic structure study

34 using
the TD-DFT/PCM(water) method, B3LYP/aug-cc-pVDZ(-d)
functional/basis, and a planar starting geometry. They explicitly
confirmed the two-state model of Ghisla18 and Visser.19 The
energies and oscillator strengths agree well with our results,
even though the starting geometries are very different. The
author suggests that the deprotonated molecule (FlH−) would
have a similar electronic structure (Y. Choe, private
communication).
Finally, the very high level computational work of Lee et al.

presents a nuanced picture where PET in photolyase/CPD
complexes occurs through several pathways involving more
than the flavin S1 state.

48 In particular, they focused on the role
of CT states on both the FADH− and the CPD. To recap, their
calculations were performed using the ADC(2) method,72,73

coupled with molecular mechanics to capture the varying ET
coupling matrix elements due to different conformations. The
conclusions of the calculations were supported by 77 K
emission spectra of reduced EcPL that verify their prediction
that the S1 state has a higher quantum yield than the S2 state.
The two-state structure of *FADH− described herein was well
reproduced.
The Lee study is reminiscent of how the picture of electron

transfer in bacterial photosynthetic reaction centers evolved
over time, going from a “direct vs superexchange” dialogue74−76

to one where distributions of electron-transfer rate constants77

and temperature-dependent transitions from one PET mech-
anism to another61 demonstrate the richness, complexity, and
rather chaotic redundancy that evolution has conferred upon
biological systems.

■ CONCLUSIONS
Stark spectroscopy was used to determine unequivocally that
the near-UV/visible spectral region of the flavohydroquinone
anion is composed of two optically accessible transitions, not
one as has been previously assumed. Both S0→ S1 and S0→S2
transitions result in excited-state electron density localizing on
the xylene moiety of the flavin. However, the extent of charge
redistribution in these states is different by more than a factor
of 2. The measured difference dipole moments of reduced
anionic flavin are Δμ⃗10 = 1.5 ± 0.2 D and Δμ⃗20 = 3.6 ± 0.3 D
for S0→S1 and S0→S2, respectively. The directions of the dipole
vectors in the molecular frame were assigned with the aid of ab
initio calculations. Both vectors lie principally along the long
axis of the molecule, with Δμ⃗10 pointing toward the carbonyl at
C(4) while Δμ⃗20 points toward N(3). This direct determination
of charge redistribution in reduced anionic flavin requires a
reconsideration of the dynamics and mechanism of the
functional state for PET in PL and all other systems invoking
the photochemistry or photophysics of reduced flavin. This can
be the case even for processes taking place on the picosecond
time scale.
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